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Abstract

Contrastive Learning (CL) has emerged as a powerful method
for training feature extraction models using unlabeled data.
Recent studies suggest that incorporating a linear projec-
tion head post-backbone significantly enhances model per-
formance. In this work, we investigate the use of a trans-
former model as a projection head within the CL frame-
work, aiming to exploit the transformer’s capacity for cap-
turing long-range dependencies across embeddings to fur-
ther improve performance. Our key contributions are four-
fold: First, we introduce a novel application of transformers
in the projection head role for contrastive learning, mark-
ing the first endeavor of its kind. Second, our experiments
reveal a compelling "Deep Fusion” phenomenon where the
attention mechanism progressively captures the correct rela-
tional dependencies among samples from the same class in
deeper layers. Third, we provide a theoretical framework that
explains and supports this ”Deep Fusion” behavior. Finally,
we demonstrate through experimental results that our model
achieves superior performance compared to the existing ap-
proach of using a feed-forward layer.

Introduction

Contrastive Learning (CL) has recently garnered significant
attention due to its effectiveness in training feature extrac-
tion models without the need for labeled data. Along this
trajectory, several renowned models have been introduced,
including SimCLR(Chen et al. 2020a), Momentum Con-
trast (MoCo) (He et al. 2020), Contrastive Multiview Coding
(CMCQC) (Tian, Krishnan, and Isola 2020), VICReg(Bardes,
Ponce, and LeCun 2021), BarLowTwins(Zbontar et al.
2021), and (Wu et al. 2018; Henaff 2020). These approaches
share a common framework: during training, the objective is
to minimize the distance between augmented versions of im-
ages from the same source while simultaneously maximiz-
ing the distance between images from different sources. Fol-
lowing the training phase, the model is commonly combined
with a feed-forward neural (FFN) decoder to fine-tune its
performance using labeled data. Empirical evidence demon-
strates that these models can achieve performance levels
comparable to fully-supervised models, even when trained
with a relatively limited amount of labels (approximately
10%) on moderate to large datasets (Jaiswal et al. 2020).

Copyright © 2024, Association for the Advancement of Artificial
Intelligence (www.aaai.org). All rights reserved.

The core concept of contrastive learning hinges on train-
ing models by comparing the cosine similarities of em-
beddings from either similar or dissimilar images. This
method involves closely aligning embeddings from identi-
cal images by maximizing their cosine similarity, while dis-
tancing those from different ones by minimizing it. This
process enables the model to effectively learn critical im-
age features. Interestingly, this approach shares similarities
with the attention mechanism of Transformer models, which
also measures the pairwise cosine similarity of embeddings
from the key and query feed-forward layers, but combines
them through a similarity-weighted sum operation. Addi-
tionally, research highlights that using a non-linear projec-
tion head, typically comprising feed-forward layers, signifi-
cantly boosts the effectiveness of contrastive learning (Chen
et al. 2020a,b; Xiao et al. 2020; You et al. 2021; Wang
et al. 2023; Zheng et al. 2021; Wang et al. 2021b). There-
fore, replacing the projection head with a more expressive
architecture like a Transformer, and leveraging the Trans-
former’s ability to detect long-range dependencies among
embeddings in the projection head, could be a promising
avenue to further enhance the performance of contrastive
learning. This would harness the strengths of both the con-
trastive framework and the Transformer for more robust fea-
ture extraction.

Deep Fusion. In this paper, we investigate the effects of
incorporating a Transformer projection head into the Sim-
CLR framework for contrastive learning. Our approach in-
volves converting a batch of image embeddings from the
backbone network into a sequence, which is then used to
train the Transformer projection head using a contrastive
loss function. A significant outcome of our experiments is
the identification of a phenomenon we term “Deep Fusion.”
This phenomenon is characterized by the attention mech-
anism’s increased ability to accurately identify relational
dependencies among samples of the same class in deeper
layers, as illustrated in Figure 1. Following each attention
mechanism, the similarity-weighted sum operation moves
the embeddings closer to their positive pairs, a process we
refer to as "Fusion”. As a result, the embeddings, after be-
ing enhanced by multiple Transformer layers, form a more
clustered structure.

Theory. We further develop a theoretical framework that
explains and supports the “Deep Fusion” phenomenon. Our
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Figure 1: Deep Fusion within the Transformer Projection Head for Contrastive Learning. Embeddings from the backbone
network are transformed into a sequence. As the process unfolds, the attention mechanism progressively identifies and amplifies
relational dependencies among samples of the same class in deeper layers. This indicates an unsupervised *fusion’ of samples,
drawing them closer to each other based on class similarity, without the need for explicit label supervision.

analysis reveals that "Deep Fusion” occurs when the atten-
tion mechanism’s key and query weights effectively identify
the underlying subspace structure of each class. Specifically,
when key and query weights find vectors that are orthogonal
to each cluster’s subspace, the layer actively enhances the
structure of the attention matrix to better reveal the under-
lying clusters. Our theoretical bounds show that the efficacy
of this fusion mechanism is improved by lower noise levels
within each cluster, larger spatial separation between differ-
ent clusters, and shorter input sequences.

Experiment. Finally, our empirical findings demonstrate
that our model, which incorporates a Transformer projec-
tion head, significantly outperforms traditional contrastive
learning methods that utilize a feed-forward layer. This su-
perior performance is consistently observed across various
datasets, including CIFAR10, CIFAR100, and ImageNet-
200, and under different configurations of batch sizes and
model dimensions.

Paper Organization. We first describe the contrastive
learning framework SimCLR and detail our modifications
incorporating a Transformer projection head. Then, we pro-
vides a comprehensive theoretical analysis of the Deep Fu-
sion phenomenon observed in our model. Following that, we
review the relevant literature on self-supervised learning and
Transformers, placing our work within the broader research
context. Finally, we presents the experimental results.

Transformer Projection Head in Contrastive
Learning

In this section, we initially review the contrastive learning
framework employed in this study, namely Simple Frame-
work for Contrastive Learning of Representations (Sim-
CLR) (Chen et al. 2020a). Subsequently, we describe the
process of integrating Transformer models as projection
heads within the SimCLR framework. Lastly, we present the

”Deep Fusion” phenomenon, illustrating how Transform-
ers progressively discern relationships among samples from
identical classes through self-supervised learning, without
the need for training labels.

SimCLR consists of four main components: a base en-
coder, a projection head, augmentation strategies, and con-
trastive loss. The base encoder, which is typically a convolu-
tional neural network (CNN) or a vision transformer (ViT)
(Dosovitskiy et al. 2020), maps an augmented image to a
representation vector. This vector is then transformed by the
Projection Head, a small neural network, into a projection
that is used for calculating the contrastive loss, thereby fo-
cusing on features significant for contrastive learning. Dur-
ing the training process, positive pairs are created by apply-
ing two random augmentations to the same image. The aug-
mentation strategy contains color jitter, random crop, ran-
dom gray scale, gaussian blur, flip, and rotation. The output
of the model contains a batch of embedding vectors (denote
z;), and the NT-Xent Loss (Chen et al. 2020a) (normalized
temperature-scaled cross entropy loss) is calculated by:

exp (sim(z;, 2;)/7)
Sy kg exp (sim(z4, 24)/7)
where x; and x; are two augmented views of the same im-
age; z; = f(x;) and z; = f(x;) are the vectors obtained
from the base encoder and projection head. The function
sim(u,v) = Tafroy calculates the cosine similarity, and 7
represents a temperature scaling parameter.

In the context of self-supervised learning, samples from
the same class are treated as negative samples due to the ab-
sence of labels. If the projection head is overly simplistic, the
contrastive loss might adversely impact the learning process
of the backbone network by excessively penalizing the simi-
larities of samples from the same class (Wang et al. 2023). In
contrast, Transformer models, known for their high expres-
siveness and ability to uncover latent dependencies across

£(i, j) = —log (D



sequences, are well-suited for the objectives of contrastive
learning.

Transformer Projection Head. To switch the projection
head to a transformer model, we convert the batch of embed-
dings from the base encoder into a sequence for the input of
the Transformer projection head. Following (Vaswani et al.
2017), each Transformer decoder block has a Multi-Head
Attention layer defined as:

MultiHead(Q, K, V) = Concat(head, , . . . , head;, )W

(QW)(KWI)T
Vdi

where WO, Wf‘? , WE WV are all learnable weights, d, is
the dimension of the keys, and K, Q, V are the same as in-
put. Each block also includes a fully connected feedforward
network with GeLu and layer Norm, which is applied to each
position separately and identically. The output sequence is
then used as the final output embeddings for self-supervised
training and inference.

head; = softmax ( > VWZV

Deep Fusion: Grouping Inputs by Attention
without Supervision

During our experiments, we observed an intriguing phe-
nomenon we have termed “Deep Fusion,” where the atten-
tion maps begin to discern the true class relationships be-
tween samples, independent of labels in training. This ca-
pability to recognize true labels improved with the depth
of the layers within the transformer projection head, sug-
gesting that the transformer autonomously groups the sam-
ples without supervision. To demonstrate Deep Fusion, we
trained a 4-layer CNN followed by a 10-layer Transformer
projector on the MNIST dataset for 200 epochs. We used a
learning rate of 0.1 with a cosine annealing scheduler, SGD
optimizer, and a batch size of 1024. During inference, we
visualized the attention weights for layers 1, 3, 6, 8, and 10,
arranged sequentially from left to right in Table 1. We noted
that as the layers became deeper, the attention maps increas-
ingly resembled a block-diagonal adjacency matrix of the
input, even without labeled training data.

In the remainder of this section, we will theoretically an-
alyze the deep fusion effect, demonstrating that this phe-
nomenon arises when the attention mechanism’s key and
query weights, W@, WX effectively capture the underly-
ing subspace structure of each class simultaneously. Specif-
ically, we will initially examine a noiseless scenario to il-
lustrate that if the input data matrix X displays a structure
of subspace clusters, then a single-layer Transformer model
can accurately generate an attention matrix that differenti-
ates samples within the same subspace.

In the latter part of this section, we extend our findings
to demonstrate that even with noise present, each layer of
the Transformer effectively amalgamates samples from the
same class, exemplifying the true Deep Fusion phenomenon.
Our theoretical analysis suggests that the results of con-
trastive learning are significantly impacted by factors such
as the level of noise, the spatial separation between clusters,
and the length of the sequence.

One-Layer Fusion without Noise

We consider the data matrix X to consist of multiple low-
dimensional subspaces, represented as {U1, . . . ,Ux }, where
each row of X is part of one of these subspaces, with the
rank of each subspace not exceeding . We assume that no
single subspace is linearly dependent on a combination of all
other subspaces, i.e. (X — 1)r < m, where m denotes ambi-
ent dimension and maximum rank of X. For each low-rank
subspace Uy, there always exists a unit vector ukl, that is per-
pendicular to U, such that for any vector x; not belonging
to Uy, the cosine similarity between x; and ukl) is non-zero.
Furthermore, we introduce Cluster Integrity as a measure-
ment of the lower bound of the maximum cosine-similarity.
Definition 1. Given a collection of input samples X, where
each sample x; belongs to one of the subspaces among
{Uy, ..., Uk}, the Cluster Integrity p is defined as the lower

bound of {p1, ..., pk}, where
: T
= . 2
or = T @

In words, Cluster Integrity, ranging from O to 1, measures
the degree of separation between subspace clusters. If two
clusters U, and U, are well-separated, then a vector uj, or-
thogonal to U, can be found for large cosine-similarity of all
points in Uy, resulting in a higher p value. Conversely, if two
clusters U, and U, are not well-separated, a vector uj or-
thogonal to U/, would likely also be orthogonal to i, leading
to small similarity and a lower p value. The motivation for
employing Cluster Integrity as a metric is to maintain con-
sistency with the attention mechanism, which calculates the
attention matrix using cosine similarity between all pairs of
transformed vectors x; and x;. For the particular dataset, we
can use an algorithm to estimate clustering integrity through
a greedy search, as detailed in Appendix .

Our first theoretical result, summarized in the following
theorem, demonstrates that if every sample in the matrix X
originates from one of the defined subspaces, then the re-
sulting attention matrix A can be theoretically constrained.
Under this constraint, samples that belong to the same class
will exhibit a cosine similarity that is always greater than a
polynomial function of p; and samples from different classes
are predicted to have a cosine similarity of 0.

Theorem 1. Given a collection of input samples X,
where every sample x; comes from one subspaces
among {Ui, ...,Ux }, there always exists a pair of pa-
rameters (W@*, WEX*) such that the attention matrix
A calculated by A = (QW@)(KWET has a
block-diagonal form, ie.

{[A]m =0,

[Alij > vip?,

Xi,X; in different clusters
X, X; in the same cluster

where v; is the number of samples in same cluster as
X;, and p is the Class Integrity defined in Definition 1.

In words, Theorem 1 shows that the linear transforma-
tion of x; and x; has a cosine similarity of zero if they are
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Table 1: Attention weights of the first head across layers 1, 3, 6, 8, and 10 of the Transformer projector. Training setup for
the MNIST dataset involved a 4-layer CNN followed by a 10-layer, 4-head Transformer projector, trained over 200 epochs. A
learning rate of 0.1 was employed alongside a cosine annealing scheduler and SGD optimizer, with a batch size of 1024.

from different clusters, and a positive similarity with lower
bound if they belong to the same cluster. To illustrate this,
we present a simple example. Let X be a matrix with n = 4
samples and an ambient dimension of m = 4. Consider
two rank-1 subspaces, {U;,Us}, where x1,x2 € Uj, and
X3,X4 € Us. The bases of these subspaces can be repre-
sented as {uy, uz} € R%. Define:

W*=[us uy uf uf|,

where ui- and uz- are bases orthogonal to U4; and Us, respec-
tively, i.e. u/ uf = ug uy = 0. Subsequently, applying the
linear transformation to matrix X using W* will reveal the

clustering information of the samples:

xiu% xi uQi 0 0
XW* — [X2W2 X2 U3 0 0 3)
0 0 xdud xiut
3 uj 3 uj
0 0 quf- xZuf-

Thus, by setting WX* = W& = W*, we obtain the
block-diagonal attention matrix A, where each non-zero en-
try in A is lower-bounded by 2p%. What follows is a formal
proof of Theorem 1.

Proof. Consider a matrix X € R™*™ representing n sam-

ples each in an m-dimensional ambient space. These sam-

ples are partitioned into C' clusters. Let ¢; denote the cluster

assignment for the sample x;, where ¢; € {1,2,...,C}.
Introduce a weight matrix W € R™*", where each col-

umn w; is constructed to be orthogonal to the subspaces cor-

responding to all clusters except the one containing X;.
Consequently, the product XW yields:

[XW]I’J _ X;rWJ _ {0 lf C; 7& Cj,
>p ifei =gy,
where p is a predefined lower bound.

For any pair of samples x;, X; in the same cluster, the i-th
and j-th rows of XW, denoted as [XW], . and [XW]; . re-
spectively, have coinciding non-zero entry locations. There-
fore,

[Ali; = XW]] [XW];. > v;p°, “4)

where v; is the number of samples in the same cluster as x;.

Conversely, for any pair of samples x;, x; belonging to
different clusters, the non-zero entry locations in the ¢-th and
j-th rows of XW are entirely distinct. Thus,

[Al;; = [XW]] [XW];. =0. (5)
O

Deep Fusion

To address the presence of noise, the clear block-diagonal
structure may not be immediately apparent within the first
block. Therefore, our objective is to progressively enhance
the block-diagonal nature of A¢ with each subsequent layer
£. By stacking a sufficient number of layers, the final layer’s
output A should possess the desired property to effectively
recognizing clusters.

To achieve this objective, our initial step involves bound-
ing the magnitude of noise. Let X denote the input data with
noise such that each sample (row) of X has a non-negative
cosine similarity with the corresponding sample in X. And
the cosine similarity is lower-bounded by a universal con-
stant e € [0, 1]:

x;/%; > (1—¢) (6)
With this, we can further bound the projection of X; onto the
orthogonal complement u;-:
1) When x; belongs to U,

(I-(1—-¢)?)=:4
2) When x; does NOT belong to U,

Kl > (1-0)p— /- (121~ p?) = A

Intuitively, § represents the similarity upperbound between
the input in class k and its perpendicular vectors, and A rep-
resents the similarity lowerbound between the input in class
k and perpendicular vectors to other class.

To validate the enhancement of cluster structure within
the attention matrix at each layer, we introduce a met-
ric specifically devised to evaluate the similarity between
matrix A and an ideal block-diagonal matrix. This met-
ric evaluates the proportion of the lowest attention value

ST . L
X U <




among samples within the same class to the highest atten-
tion value among samples from different classes. If our ma-
trix A closely resembles a block-diagonal form, this ratio is
expected to approach +o0, indicating a high level of class-
specific clustering within the matrix.

Definition 2. The sharpness of an attention matrix A is de-
fined as the infimum of the ratio between the attention of two
points within the same cluster and the attention of two points
belonging to different clusters, i.e.,

Al
S(A) := inf [Aliy ,
4,5,P:9 [A]p_’q
where X;,X; are from the same cluster and x,, X are from
different clusters.

In words, sharpness is quantifying how well-defined are
our clusters. It bears similarity to the Silhouette index (SI)
(Rousseeuw 1987), commonly used for assessing cluster
separation. However, a key distinction lies in the measure-
ment approach: while SI calculates cluster quality using av-
erage distances for both intra-cluster and inter-cluster sam-
ple pairs, the sharpness metric evaluates the ratio of the max-
imum intra-cluster distance to the minimum inter-cluster
distance, and thus, imposes more stringent requirements on
the structural integrity of the clusters.

Building upon this foundation, we substantiate that, mir-
roring the configuration of noise-free data, every Trans-
former block possesses the capacity to enhance the sharp-
ness of its attention matrix compared to the preceding layer.
This enhancement is quantifiable by a constant factor deter-
mined by J, A, and batch size n.

Theorem 2. Given a input matrix X, where each
sample X; lies near one of the subspaces among
{Uy,....,Ux} with noise bounded by (6), there al-
ways exists a pair of parameter (W?* WE*) such
that each Transformer block increases the sharpness
of its similarity matrix A by at least a factor of

0 (%en(zSQ—Az)—&-J).

Theorem 2 states that under the assumption of separa-
ble clusters (6 < A), the sharpness improvement ratio over
layers decays as the sequence lengthens. This implies that
the Deep Fusion effect is more obvious with smaller noise,
larger inter-cluster distance, and shorter sequence. The proof
of Theorem 2 follows by the same arguments as that of The-
orem 1, except the off-diagonal blocks are upper bounded by
0 instead of zero, and the diagonal blocks are lower bounded
by A. The detailed proof can be found in the Appendix .

Related Work

This section reviews two key areas of recent research rel-
evant to this study. The first part explores the latest devel-
opments in contrastive learning, highlighting advancements
over the projection head that enhance representation quality
and model performance. The second part delves into the ap-
plication of Transformer models in computer vision tasks,

discussing how self-attention mechanisms could help im-
proving model performce over classification, segmentation,
generation tasks.

Contrastive Learning

In contrastive learning, each individual image is treated as
a distinct class, and the model is trained to match various
augmented versions of the same image amidst a backdrop
of other images. A noteworthy milestone emerges in the
form of a seminal study conducted by (Wu et al. 2018).
This work introduces a non-parametric approach for gaug-
ing the similarity between features, thereby elevating ac-
curacy levels across datasets like CIFAR10 and ImageNet.
Another significant contribution comes from (Hjelm et al.
2018), who showcase the potential of maximizing mutual
information between an input and the output of a neural net-
work encoder. Similarly, (Tian, Krishnan, and Isola 2020)
build upon a comparable method to amplify the mutual in-
formation across diverse channels of a scene’s view. The re-
sults of their experimentation corroborate the efficacy of this
approach. Intriguingly, the utilization of contrastive learning
has ushered in a remarkable shift in training larger networks
with significantly fewer labeled data points, all the while
achieving competitive outcomes on prominent datasets such
as Imagenet (Chen et al. 2020a) and PASCAL VOC (Henaff
2020). A more recent contribution that stands out is the work
undertaken by (Balestriero and LeCun 2022). Remarkably,
this study unveils the closed-form optimal representation
and network parameters within the linear regime for preva-
lent self-supervised learning approaches, including VICReg
(Bardes, Ponce, and LeCun 2021), SimCLR (Chen et al.
2020a), and BarlowTwins (Zbontar et al. 2021).

Incorporating a projection head into contrastive learning
frameworks significantly enhances the quality of learned
representations by directing the network to emphasize
more informative and discriminative features. (Chen et al.
2020a,b; Xiao et al. 2020; Wang et al. 2021b) report that the
addition of a projection head notably improves the perfor-
mance in the linear evaluation protocol, which assesses the
quality of learned representations by training a linear clas-
sifier on top of the frozen base network. (You et al. 2021)
introduce an augmentation-aware projection head mecha-
nism that routes output features through different projection
heads, corresponding to various augmentations selected at
each training step, achieving performance comparable to or
surpassing state-of-the-art methods. To address challenges
in enforcing high similarity for positive pairs and low sim-
ilarity for negative pairs, (Wang et al. 2023) propose using
multiple projection heads, each generating distinct feature
sets. Their adaptive multi-head contrastive learning (AMCL)
method adjusts the similarity measures over pairs with indi-
vidual adaptive temperatures, improving several contrastive
learning models like SimCLR, MoCo, and Barlow Twins.
Additionally, (Zheng et al. 2021) propose a dual projec-
tion head framework where one head performs instance dis-
crimination while the other employs a graph-based approach
to generate weak labels for supervised contrastive learning,
bringing similar images closer together.



Dataset ~ Backbone |Projection Head|  Unsup. Test Sup. Test Time
Size  Type Accuracy Accuracy Cost(h)
CIFARIO ResNetl§|FEN  1.9M 73.49% 80.88% 4.17+0.04
CIFAR10 ResNetl8| TF 19M |76.65% (+3.16%) 83.26% (+2.38%) 2.53+2.08
CIFAR1I0 ResNetl8|FEN  7.4M 75.73% 81.21% 4.951+0.17
CIFAR10 ResNetl8| TF  7.6M |78.37% (+2.64%) 84.54% (+3.33%) 3.39+1.97
CIFAR100 ResNetl18|FFN  1.9M 37.42% 42.51% 4.2240.18

CIFAR100 ResNetl18| TF 19M  |40.19% (+2.77%) 46.12%(+3.61%)  2.98+1.88

CIFAR100 ResNetl8|FFN  7.4M 38.1% 44.46% 4.61£0.16

CIFAR100 ResNetl8| TF  7.6M | 41.3% (+3.20%) 47.92%(+3.46%) 3.80+2.16
ImageNet-200 ResNet50 [FFN  1.9M 20.57% 22.36% (2x)3.05+0.09
ImageNet-200 ResNet50| TF 1OM  |22.82% (+2.25%) 24.89% (+2.53%) (2x)3.66+2.49
ImageNet-200 ResNet50 [FFN  7.4M 21.46% 23.05% (2x)4.6210.11

ImageNet-200 ResNet50| TF ~ 7.6M  |24.13% (+2.67 %) 26.47% (+3.42%) (2x)6.21+4.22

Table 2: Performance of SimCLR with different projection head configurations. All models are trained for 1000 epochs with
SGD on tuned learning rates, momentum, and weight decay.

Transformer on Vision Tasks

Transformers have significantly impacted vision tasks by
employing self-attention mechanisms to model dependen-
cies among different regions of the image. The work by
(Vaswani et al. 2017) introduced the Transformer model,
which eliminated the need for recurrent structures in
sequence-to-sequence tasks and formed the foundation for
vision applications. Extending this concept, (Parmar et al.
2018) presented the Image Transformer, showcasing the
adaptability of transformers to image generation. The Vision
Transformer (ViT) (Dosovitskiy et al. 2020) is the first to
demonstrated that a standard Transformer applied to image
patches could rival traditional convolutional networks in im-
age recognition tasks. DETR (Carion et al. 2020) simplified
object detection by using transformers to directly predict
bounding boxes and labels from image features. The Swin
Transformer (Liu et al. 2021) introduced a hierarchical ap-
proach with shifted windows, enhancing scalability and ef-
ficiency for vision tasks. The Pyramid Vision Transformer
(PVT) (Wang et al. 2021a) utilized a pyramid structure
to capture multi-scale features effectively, performing well
across numerous vision benchmarks. Lastly, the Token-to-
Token ViT (T2T-ViT) (Yuan et al. 2021) proposed a progres-
sive tokenization process, improving training efficiency and
accuracy on image classification tasks. Collectively, these
advancements emphasize the transformative role of trans-
formers in computer vision.

Experiment

In this section, we showcase the experimental results of
using a Transformer projection head on the CIFARs, and
ImageNet-200 datasets. We compared the model’s perfor-
mance with an identical setup but with a feed-forward pro-
jection head within the SIimCLR framework. Our results
demonstrate that, across various configurations—including
different backbones, batch sizes, and projection sizes—the
Transformer projection head consistently outperforms the
feed-forward projection head.

Model Architecture. We employed ResNetl8 and

ResNet50 as the backbones for CIFAR and ImageNet, re-
spectively. The input dimension was set to 32x32, and the
output dimension was 512. For the projection head, we con-
figured three different sizes for both feed-forward and trans-
former layers: The small projection head (2M parameters)
comprises 5 feed-forward network (FFN) layers with a hid-
den dimension of 640, or 5 Transformer layers with 8-head
attention and a feature dimension of 128. The large projec-
tion head (7.5M parameters) comprises 7 FFN layers with
a hidden dimension of 1024, or 5 Transformer layers with
16-head attention and a feature dimension of 256.

Hyperparameters. The batch size was fixed at 1024, and
the maximum number of epochs was set to 1000. We used
Stochastic Gradient Descent (SGD) with momentum of 0.9
and a cosine annealing scheduler for weight decay of 0.001.
The learning rate were tuned on the validation set. The aug-
mentation strategy follows the same setup in the (Chen et al.
2020a), and the temperature of the contrastive loss is fixed
at 0.2 (see Equation (1)).

Metrics. We evaluated the performance of the methods by
adhering to a common protocol. After the contrastive train-
ing phase, we extracted and froze all embeddings from the
backbone (without projection head) and used 10% of them
to train a linear classifier consisting of a single-layer lin-
ear feed-forward layer followed by a softmax activation. We
then reported the top-1 accuracy on the test set, referred to as
”Supervised Test Accuracy.” Additionally, we reported the
“Unsupervised Test Accuracy” by extracting features from
the test set and measuring the label agreement with the near-
est neighbor (also in the test set) using Euclidean distance.
Furthermore, we recorded the time taken for the entire train-
ing process, using one A100 GPU by default, with ”(2x)”
indicating that two GPUs were used during training.

Results. The results are shown in Table 2, which demon-
strate that the Transformer projection head consistently out-
performs the Feed-Forward projection head by 2.38% to
5.26% in supervised accuracy and 2.25% to 3.20% in un-
supervised accuracy. We also observe that larger projection
heads improve overall accuracy marginally, but at the cost of
increased training time.



Proj. Head| Metric 512 1024 2048 4096

Proj. Head| Metric [10~f 1072 10°% 1071%

FEN Unsup. Acc.|34.87% 35.43% 35.08% 35.02%
Time(h) 405 422 578 538

FFN  |Unsup. Acc.|3.69% 32.88% 35.43% 29.1%
TF Unsup. Acc.|5.05% 23.26% 40.19% 32.54%

Unsup. Acc.|38.54% 40.19% 39.59% 35.12%

TF Time(h) | 2.65 298 447 479

Table 3: Ablation on different batch sizes on CIFAR100
with ResNet18 and small projection head.

Proj. Head 1 0.8 0.5 0.2
FFEN  [13.21% 8.3% 18.43% 35.43%
TF 4.25% 6.97% 11.08% 40.19%

Proj. Head| 0.1 0.05  0.02
FEN  [33.95% 29.51% 26.65%
TF 34.09% 31.88% 1.18%

Table 4: Unsupervised Accuracy reported for ablation on
different loss temperatures on CIFAR100 with ResNet18
and small projection head.

Ablation Studies. We conducted tests on CIFAR100 with
various hyperparameter setups using ResNetl8 and small
projection heads, either feed-forward or Transformer. The
default settings align with those in Table 2.

 Batch Size. We tested batch sizes of 512, 1024, 2048, and
4096, using identical setups with ResNet18 and a small
projection head. The results are presented in Table 3. We
measured the unsupervised accuracy and training time for
both feed-forward (FFN) and Transformer (TF) projec-
tion heads. Our observations indicate that a batch size of
1024 yielded the highest unsupervised accuracy for both
projection heads, with the Transformer projection head
achieving 40.19% and the feed-forward projection head
reaching 35.43%. The training time was also optimized
at this batch size.

* Loss Temperature. We experimented with different loss
temperatures of 1.0, 0.8, 0.5, 0.2, 0.1, 0.05, and 0.02 for
equation (1). Our results (refer to Table 4) indicate that
both setups perform well with temperatures of 0.2 and
0.1, with 0.2 being marginally better. The Transformer
projection head achieving an unsupervised accuracy of
40.19% and the feed-forward projection head reaching
35.43%.

* Weight Decay. We evaluated different weight decay rates
of 1071, 1072, 102, and 10—*. Table 5 provides the
results of on different weight decay rates using the CI-
FAR100 dataset with ResNetl18 and a small projection
head. We measured the unsupervised accuracy for both
feed-forward (FFN) and Transformer (TF) projection
heads. The findings suggest that a weight decay rate of
1073 yields the best results, with the Transformer projec-
tion head achieving an unsupervised accuracy of 40.19%
and the feed-forward projection head reaching 35.43%.

¢ Setups for Supervised Accuracy. To measure the super-
vised accuracy, we evaluated different numbers of layers
and feature extraction locations including backbone and
projection head. The results are shown in Table 6. The re-

Table 5: Ablation on different weight decay on CIFAR100
with ResNet18 and small projection head.

Proj. Head | Number of Layers | Backbone | Projection Head
FEN 1 42.51% 39.46%
3 39.10% 36.25%
TF 1 46.12% 44.16%
3 41.85% 30.34%

Table 6: Ablation on different setups to measure supervised
accuracy on CIFAR100 with ResNet18 and small projection
head.

sults indicate that a 1-layer feed-forward network (FFN)
with the backbone provides the best supervised accuracy,
achieving 42.51%, while the Transformer (TF) projection
head with 1 layer achieved 46.12%.

Conclusion & Limitations

In this paper, we explored the integration of transformer
models as projection heads within the contrastive learning
(CL) framework, aiming to leverage the transformer’s abil-
ity to capture long-range dependencies across embeddings
and thereby enhance the performance of feature extraction
models trained on unlabeled data. We both unveiled and ex-
plained the “Deep Fusion” phenomenon, wherein the atten-
tion mechanism of transformers progressively captures rela-
tional dependencies among samples from the same class in
deeper layers.

Our experimental results demonstrate that incorporating a
Transformer projection head within the SimCLR framework
consistently outperforms a feed-forward network (FFN)
projection head across multiple configurations, including
varying backbones, batch sizes, and projection head sizes.
Specifically, the Transformer projection head yields supe-
rior performance in both supervised and unsupervised tasks,
with improvements ranging from 2.38% to 5.26% in super-
vised accuracy and 2.25% to 3.20% in unsupervised accu-
racy. Moreover, our ablation studies reveal that optimal per-
formance is achieved with a batch size of 1024, a loss tem-
perature of 0.2, and a weight decay rate of 10~3. Although
larger projection heads offer slight accuracy gains, they also
result in increased training times.

Overall, these findings highlight the effectiveness of
Transformer-based architectures in enhancing feature repre-
sentation learning within contrastive learning setups, offer-
ing a promising direction for further research in this domain.
In future work, we aim to address existing limitations by
exploring the application of Transformers in different con-
texts and data modalities. Additionally, we plan to extend
our theoretical analysis to further investigate the interplay
between the Transformer projection head and various con-
trastive learning architectures.
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Appendix: Algorithm to search for the bound p

Algorithm 1: Algorithm to find the bound p.

Require: Input features from each class {Xy, ..., X}, with the same dimensions d and number of samples {ny,...,nc}.
Require: Max iteration 7T'; step size «v; convergence criterion 7.

1: {Us,...,Uc} < basis from each class {Xy,..., Xk}

2: for class index k in [1, ..., K] do

3: pp < —00

4:  ug + Random Initialization in R¢

5: fortin[0,...,7] do

6: ut « (ut — L{kl/l,;r ut) /|l — L{kl/l,;r u|l2  // Calibrate the perpendicular vector
7 X* 4~ arg minggx, [x' ut| // Find the minimum projection sample
8 w1 < (uh+a-x) /ot + o xF; // Move toward this sample

9: if |pr. — |x* Tut|| < 7 then
10: break
11: end if
12: pr  max(pg, |[x* Tut|) // Update the best projection value
13:  end for
14: end for

15: return ming pg

Appendix: Proof of Theorem 2
Proof. Our proof of Theorem 2 will apply to our construction without the residual connection. The proof with residual connec-
tion follows the same logistic. Recall that
* The cosine similarity between noisy and original sample is lower-bounded by a universal constant ¢ € [0, 1]:

x; %; > (1—¢)
xjut<\/(I-(1-¢)?):=6

%ut > (1-e)p—/I-1-2)1-p?):=A
Consider a matrix X € R™*™ representing n samples each in an m-dimensional ambient space. These samples are parti-
tioned into C clusters. Let ¢; denote the cluster assignment for the sample x;, where ¢; € {1,2,...,C}.
Introduce a weight matrix W € R"*" where each column w; is constructed to be orthogonal to the subspaces correspond-
ing to all clusters except the one containing x;.
Consequently, the product XW yields:

* When x; is in the span of u

* When x; is not in the span of u,

~ - <4 ife #cy
XW], =% w; =< AR
XWlij =% w, {zA if ¢; = ;.

For any pair of samples %;, X; in the same cluster, the i-th and j-th rows of X W, denoted as [XW], . and [XW]; . respec-
tively, have coinciding non-zero entry locations. Therefore,
[A];; = [XW]] [XW];. > 1A% :=Ina, (7)
where v; is the number of samples in the same cluster as X;.
Conversely, for any pair of samples X;, X; belonging to different clusters, the non-zero entry locations in the -th and j-th
rows of XW are entirely distinct. Thus,

[Alij = [XWL[XW];. < (v +15)0+ (n = v —v;)0* :=In ®)
Denote X the input of the next layer corresponding to X;, then for the worst case, we have
i;: Z Ozf(j—F Z BXy,
cj=c; cp#c;

where the normalization from softmax layer can be easily eliminated by the subsequent feed-forward layer.
Then,



* When X} is in the span of u,
ijTuJ‘ =« Z 5<jTul +8 Z xput < avid+ B(n —v;)
cj=c; cp#c;
* When X} is not in the span of u,
:)chTuL =a Z >~<J»TuL +8 Z % ut > avA — B(n— ;)
Cj=Ci ckFCi
Thus, for the affinity of next layer A’
A = >y (oa/iA—b’(n—l/i))z, ¢ =¢j
" < (vi+v5) (avib + B(n — 7)) + (n — v; — v5) (av;d + B(n — 3))?, e #¢;
With further simplification that 1 < v; < mn,
2 2 2
Z (A@A _ nen(5+6 )) , Ci = Cj

2

[A/]i-j = 2 2 2 2
<n (née”A + ne”(Ma )) +n (née"A + ne"(“‘; )) , G FC

Recall Definition 2 that the sharpness of the similarity score matrix S' is defined as the infimum of the ratio between the
similarity scores of two points within the same cluster and the similarity scores of two points belonging to different clusters.
S. .
D(S) := inf ==L
ig.k,h Sk

where x;, x; are from the same cluster and xy,, x}, are from different clusters.
That means that

D(S) = g = eViAQ_(V1+Vj)5_(n_Vi_VJ)52 < e?’LA2—5—n62

3 <

(A" — ne"(5+52))2
D(S") > 2
n2 (5enA2 + en(5+62)) +n3 (5enA2 + en(6+52))

Thus, the ratio of sharpness increased by next layer is:

2
D(S') (A6A2 _ nen(6+52)> oSH+n62—nA?

D(S)

>
= n2 (5enA2 +en(6+52)) +7’L3 (56"A2 +6n(5+52))2

To determine the big O complexity of the ratio, we analyze both the numerator and the denominator separately and then
determine the overall complexity.
The dominant term in the numerator is:

2 2 2 2 2 2 2 2 2
(_nen(6+6 )) o+n8°—nA n2e2n(6+6%) 5+ns®—nA n2en(20435°—A%)+6
The dominant term in the denominator is:
2
n362n(6+5 )

Now, combining the numerator and denominator:

_0 n2en (204357 =A%)+6 _0 L o(52—a?)+s
7= n3e2n(5+02) =Y\ 5°
This shows that the complexity heavily depends on the values of § and A. If A? > §2, the exponent term will result in a
decaying exponential, otherwise it could grow. However, the % term ensures a polynomial decay in complexity.

O



