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Take a basis of an arbitrary subspace

Ui

xi = Ui ✓i

Ui

This subspace agrees with         if and only if
xi

A flavor of our ideas



Learning Subspaces by Pieces

I We can split this as:
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•Each of column produces one polynomial

f1(U1|x1), f2(U2|x2), . . . , fN (UN |xN )

X =

…

•The observed rows indicate the variables involved
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•If data is observed in the right entries, all variables 
will be pined down
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•If data is observed in the right entries 
- Polynomials are algebraically independent 

•After this, use cool Algebraic Geometry tricks: 
- Polynomials are a regular sequence 
- Polynomials define a zero-dimensional variety 
- At most finitely many solutions 
- Unique solution (with a bit more work) 

A flavor of our ideas
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1 restriction on what the subspace may be

Degree-r polynomial

Entries observed in the right places.

Polynomials are independent.

Completion is solution to polynomials.

Summary
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